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ABSTRACT
Acoustic signal has been recently adopted for contact-free hand
gesture recognition due to its fine-grained sensing granularity and
wide availability of microphone and speaker in consumer-grade
electronic devices such as smartphones. However, a very limited
sensing range constrains acoustic sensing to application scenar-
ios where users interact with devices in close proximity. In this
paper, we improve the range of acoustic sensing and demonstrate
the feasibility of enabling room-scale hand gesture recognition
using commodity smart speakers. We develop a series of novel
signal processing techniques and implement our system on two
commodity smart speaker prototypes with different numbers of mi-
crophones. Extensive evaluations are performed in three different
environments with 1440 gestures collected from 16 participants.
Experiment results show that our system can significantly increase
the sensing range from 1 m to 4-5 m. In the challenging scenario
where the user is 4𝑚 away from the smart speaker and there is
strong interference, the achieved gesture recognition accuracy is
still higher than 90%.
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1 INTRODUCTION
Contact-free hand gesture recognition has gained extensive atten-
tion from both industry and research communities. As a promis-
ing interactive interface without any direct physical contact, it is
particularly appealing during the current COVID-19 pandemic. Ac-
cording to a recent survey [36], the market of contact-free gesture
recognition is projected to reach 37.6 billion in 2026, contributing to
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(a) Controlling the television.
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 Switch between songs
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(b) Switching between songs.

Figure 1: Two application scenarios for SpeakerGesture. (a)
The user can regard the smart speaker as a gesture-enabled
input device to remotely control the television, e.g., selecting
the menu options. (b) The user can switch between songs
when the smart speaker plays music very loudly and cannot
hear the user’s voice command.

diversified disciplines such as healthcare, VR/AR gaming, automo-
tive and automation. Recent advancement in wireless sensing, i.e.,
sensing human activities using wireless signals, provides us a new
modality to perform hand gesture recognition. More specifically,
wireless signals, such asWiFi [2, 15, 33, 44], visible light [20–22, 45],
RFID [7, 9, 17, 57], LoRa [52] and sound [10, 28, 31, 37, 49–51, 55],
have been successfully exploited to sense our hand gestures.

Compared with modalities that employ other types of wireless
signals, acoustic-based systems offer two unique advantages. On
one hand, acoustic signal has inherent superiority in sensing gran-
ularity and precision, owing to its low propagation speed in the
air (340𝑚/𝑠). On the other hand, acoustic components (i.e., speak-
ers and microphones) are widely available in electronic devices that
we interact with on a daily basis. Previous systems have achieved
acoustic-based hand gesture recognition on a variety of commodity
devices, such as smartphones [31, 49–51, 53], smartwatches [55],
and laptops [12, 37]. However, the constrained sensing range lim-
its these systems to application scenarios where users can only
interact with devices in close proximity. On the other hand, there
are a variety of real-life applications that require long-range ges-
ture interaction between users and devices. For example, when
sitting three meters away from the smart speaker on the couch,
a user would like to remotely control the television using hand
gestures [28], as illustrated in Figure 1a.

In this paper, we propose to enable room-scale hand gesture
recognition using increasingly popular smart speakers. With the
rise of voice assistants, smart speakers such as Amazon Echo [3]
and Apple HomePod [5] have become an essential part of daily
life for millions of families over the past few years [47]. Our pro-
posed system SpeakerGesture can extend the primary use of smart
speakers from voice control to room-scale gesture control. The
desirable design features for SpeakerGesture include that: (i) it can
be deployed on commodity smart speakers without any hardware
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modifications; (ii) it can substantially extend the sensing range
to a room scale (i.e., 4 − 5 𝑚); (iii) it can support robust gesture
recognition even in the presence of severe interference; (iv) it can
simultaneously work with music play and voice control without
compromising the main functions of smart speakers. We believe
that, gesture control, complemented with voice control, can cre-
ate richer user experience that notably contributes to easing our
interactions with smart speakers. For example, a user can switch
between songs using hand gestures under the scenario when the
smart speaker is playing music very loudly and cannot hear his
voice command [4], as shown in Figure 1b.

The basic rationale behind acoustic-based hand gesture recog-
nition is that the transmitted inaudible acoustic signals would be
varied by hand movements. By analyzing the variations of signals
reflected from the hand, we can extract position information of the
hand. While promising, we face multiple challenges before we are
able to turn the idea into a practical system:

• Limited sensing range.While prior studies have increased the
range of acoustic-based human tracking to several meters,
it is sill very challenging to enable room-scale hand gesture
recognition [37, 49–51]. This is because the signal strength
of reflections highly depends on the target size. The sig-
nal strength of reflections from hands is much smaller than
that from bodies (e.g., human chest for respiration sensing),
making long-range hand gesture recognition more challeng-
ing. Furthermore, due to the directivity of the commodity
speakers [18], the sensing angle is also limited.

• Ambiguity issue. The microphones available on commodity
smart speakers are designed to enhance the reception quality
of low-frequency human voices [30]. The spacing between
adjacent microphones is much larger than the half wave-
length of the acoustic signals adopted for sensing, resulting
in severe ambiguity issue.

• Severe multipath interference. When the sensing range is
increased, the interference range is also increased. The small
size of hand makes it even more susceptible to interference
since the reflections from the surrounding objects can be
stronger than that from the hand. Although interference
from static objects (e.g., a wall) is relatively easy to handle [1],
dealing with interference from dynamic objects (i.e., the
interfering humans and the user body) is still challenging.

• Heavy training. Machine learning techniques are usually
adopted for hand gesture recognition, which require exten-
sive data collection and training. It is challenging to achieve
accurate and robust gesture recognition without any need
of data collection or training, considering the large user and
environment diversities in real-world settings.

To achieve room-scale hand gesture recognition, in SpeakerGes-
ture, we develop a chirp-based sensingmodel to include not only the
traditional distance information used in acoustic sensing but also
the angle information. The developed model can be utilized to quan-
tify the relationship between the hand position in 2-dimensional
space and the signals received at the microphone array. Based on
the developed model, we jointly estimate the hand position (i.e., dis-
tance and angle) by designing a maximum likelihood optimization
algorithm that can boost the sensing range in low SNR conditions.

To address the spatial aliasing issue caused by the large spacing
among microphones, we propose a novel concept of “extended
transmitted chirp” to increase the size of the effective bandwidth.

To address the severe interference issue, we leverage the fine-
grained spatial domain resolution of acoustic signals to separate the
hand reflections from other multipath interference. Note that the
spatial domain resolution of the adopted 2-dimensional distance-
angle estimation is much higher than that of the traditional 1-
dimensional distance estimation [18]. Based on the fact that the
reflections from static objects (e.g., furniture) remain unchanged
over time, we remove the static multipath interference by perform-
ing background subtraction [1]. Furthermore, we propose schemes
to address a challenging issue, i.e., identifying the hand reflection
from the dynamic interference (e.g., reflections from the user body
and surrounding moving humans). Previous systems either require
the user to perform gestures within a particular area [37] or require
the user to perform a particular gesture to trigger the system [28].
In this work, we relax the above-mentioned requirements by lever-
aging one key observation. Specifically, there always exist stable
reflections from both the user hand and the user body when per-
forming the targeted hand gestures. In contrast, there is only one
stable reflection from the interfering human.

Based on the identified hand gesture trajectory, we extract the
unique gesture features and adopt a simple decision tree algo-
rithm to classify hand gestures without any training. We implement
SpeakerGesture on two off-the-shelf smart speaker prototypes, in-
cluding ReSpeaker 6-Mic Circular Array [39] and ReSpeaker 2-Mic
Array [38]. The former one is equipped with six microphones that
are uniformly distributed at the circumference of a circle, which
has a similar layout as Apple HomePod [5] and Sonos One [40]. The
latter one is equipped with two microphones, which has a similar
layout as Google Home Mini [11]. We systematically evaluate the
performance of SpeakerGesture under different conditions. The key
contributions of this work are summarized as follows:

• To our best knowledge, SpeakerGesture is the first system
that exploits commodity smart speakers to enable contact-
free hand gesture recognition at room scale. We believe the
proposed signal processingmethods can be applied to benefit
other sensing applications.

• We establish the chirp-based sensing model to quantify the
relationship between the hand position in 2-D space and
the received signals at microphones. To enable room-scale
hand tracking, we propose the joint estimation algorithm to
estimate the position-related parameters and design novel
methods to address the spatial aliasing issue. Furthermore,
we develop a sequence of techniques to effectively identify
hand gestures from multipath interference that are common
in real-world settings.

• We implement SpeakerGesture on two smart speaker pro-
totypes, and conduct comprehensive evaluation in three
different environments with 1440 gestures collected from
16 participants. Experiment results show that our system is
able to achieve a median recognition accuracy of 97.25% for
six hand gestures without any training. Even in the most
challenging scenario where there exists strong interference
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Figure 2: The core idea behind our chirp-based signal model.
(a) The distance information can be computed bymultiplying
half of the ToF with the sound speed; (b) The angle informa-
tion can be estimated by ToF differences across microphones.

and the user is 4𝑚 away from the smart speaker, our sys-
tem can still achieve a high recognition accuracy of 91.67%.
Furthermore, we showcase that SpeakerGesture can work
simultaneously with the main functions of the smart speaker
such as playing music.

2 ROOM-SCALE HAND TRACKING
This section presents how we enable room-scale hand tracking
using smart speakers. We first propose a chirp-based acoustic sig-
nal model to quantify the relationship between the hand position
and the received signals at the circular microphone array. Then we
design parameter estimation algorithms to extract position-related
parameters that can characterize gestures, i.e., a collection of dis-
tances and angles. As last, we develop a series of techniques to
address the spatial ambiguity issue on commodity smart speakers.

2.1 Chirp-based Signal Model
This section describes a detailed mathematical derivation of our
chirp-based signal model that can extract the position information
(i.e., distance and angle) of the hand from the reflected signals. Most
commodity smart speakers (e.g., Amazon Echo Dot [3] and Apple
HomePod [5]) employ a circular microphone array to maximize
the quality of voice capture [30]. This requires us to design a signal
model to extract the position information of the hand based on the
reflected signals received at the circular microphone array. Without
loss of generality, we present our signal model using the smart
speaker with seven microphones. The proposed signal model can
be applied to smart speakers with other number of microphones,
e.g., six microphones and two microphones, in our implementation.

Chirp-based signals have been widely adopted in acoustic sens-
ing, where the frequency of signals changes linearly over time, as
shown in Figure 2a. The key insight behind chirp-based tracking is
to compute the Time-of-Flight (ToF) of the received signals at each
microphone by comparing them with the chirp signals transmit-
ted from a speaker. The distance between the hand and the smart
speaker can be estimated by multiplying half of the ToF with the
sound speed in the air. The angle information (i.e., the angle of the
hand position with respect to the smart speaker) can be estimated
by measuring the ToF differences across multiple microphones.

Next, we mathematically derive the representation of the posi-
tion information of the hand using the received signals from the
circular microphone array. During the process of hand tracking, the
speaker continuously transmits a sequence of chirp signals, each
of which can be represented as

𝑆𝑇 (𝑡) = cos
(
2𝜋

(
𝑓0𝑡 +

𝐵

2𝑇 𝑡
2) ), (1)

where 𝑓0, 𝐵, and 𝑇 denote the start frequency, bandwidth, and
duration of the chirp, respectively. As shown in Figure 2a, the
signal reflected from a hand to the microphone is a delayed version
of the transmitted signal, which can be represented as

𝑆𝑅 (𝑡) = 𝛼 cos
(
2𝜋

(
𝑓0 (𝑡 − 𝜏) +

𝐵

2𝑇 (𝑡 − 𝜏)2
) )

+𝑊 (𝑡), (2)

where 𝛼 is the amplitude attenuation factor. 𝜏 is the ToF of signals
reflected by the hand.𝑊 (𝑡) is the Gaussian white noise, which is
omitted in the following equations for simplicity.

The transmitted and received signal can be processed to generate
the mixed signal 𝑆𝑀 (𝑡) [18], which contains the ToF information of
the received signals reflected by the hand. Specifically, the received
signal is multiplied by the transmitted signal 𝑆𝑇 (𝑡) to derive the
In-Phase (𝐼 ) part of the mixed signal, i.e., 𝑆𝐼 (𝑡) = 𝑆𝑅 (𝑡) × 𝑆𝑇 (𝑡).
Similarly, the received signal is multiplied by the 90-degree phase-
shifted version of the transmitted signal 𝑆𝑇 ′ (𝑡) = sin

(
2𝜋 (𝑓0𝑡 +

𝐵
2𝑇 𝑡

2)
)
to derive the Quadrature (𝑄) part of the mixed signal, i.e.,

𝑆𝑄 (𝑡) = 𝑆𝑅 (𝑡) ×𝑆𝑇 ′ (𝑡). After applying the product-to-sum identity
and a low-pass filter, the mixed signal can be obtained by combining
the 𝐼 and 𝑄 component as

𝑆𝑀 (𝑡) = 𝑆𝐼 (𝑡) + 𝑗𝑆𝑄 (𝑡) = 1
2𝛼𝑒

𝑗2𝜋 (𝑓0+ 𝐵
𝑇
𝑡 )𝜏 . (3)

The obtained ToF information can be analyzed to extract the
distance and angle information of the hand. Consider a hand whose
distance with respect to the center microphone of the circular array
is denoted as 𝑑 . The ToF of the signal received at this microphone
can be computed as the round-trip distance divided by the signal
speed 𝑐 , i.e., 2𝑑𝑐 . Suppose that except the microphone at the center,
there are a total of 𝐾 microphones at the circumference of the
circle. As shown in Figure 2b, these microphones equally divide
the circle into 𝐾 parts, and the angle between the 𝑘th microphone
and the first microphone at the circumference can be computed as
𝜗 (𝑘) = 2𝜋 (𝑘−1)

𝐾
. Compared with the center microphone, the ToF

of the received signal would have a shorter or longer propagation
time of 𝑅 cos(𝜃−𝜗 (𝑘 ) )

𝑐 for the 𝑘th microphone at the circumference,
where 𝑅 and 𝜃 are the radius of the circle and the incidence angle
of reflected signals, respectively. The ToF 𝜏𝑘 of the signal received
at the 𝑘th microphone can then be computed as

𝜏𝑘 =
2𝑑
𝑐

− 𝑅 cos(𝜃 − 𝜗 (𝑘))
𝑐

. (4)

By substituting Equation (4) into Equation (3), our model for the
mixed signal can be represented as

𝑆𝑀 (𝑡𝑛, 𝑘 ;𝒑) =
1
2𝛼𝑒

𝑗𝜑 (𝑡𝑛,𝑘 )

=
1
2𝛼𝑒

𝑗2𝜋 (𝑓0+ 𝐵
𝑇
𝑡𝑛 ) ( 2𝑑𝑐 − 𝑅 cos(𝜃−𝜗 (𝑘 ) )

𝑐
) ,

(5)
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Figure 3: The illustration of our joint estimator. (a) When the
grid is at where the hand locates, the joint estimations for all
signal samples (blue dots) combine constructively, resulting
in a strong superposed vector (red arrow). (b) Otherwise, they
cancel each other out, resulting in a weak superposed vector.

where 𝑡𝑛 is the 𝑛th sampling timestamp and 𝜑 (𝑡𝑛, 𝑘) is the phase
change induced by the 𝑘th microphone at the 𝑛th sampling times-
tamp. Equation (5) has three unknown parameters: the distance 𝑑 ,
the angle 𝜃 , and the signal attenuation 𝛼 . We denote the position-
related parameters as a parameter vector𝒑= [𝑑, 𝜃 ], representing the
position information of the hand. In a multipath-prevalent indoor
environment, besides the hand reflection, there are other reflections
from the static objects (e.g., furniture) and dynamic objects (e.g.,
interfering humans). The received signals at each microphone are
a superposition of signals reflected from all the objects.

2.2 Parameter Estimation Algorithm
To enable room-scale hand tracking, we design the joint param-
eter estimation algorithm based on the maximum likelihood op-
timization that can boost the tracking performance in low SNR
conditions [8]. Specifically, the whole search space is partitioned
into many grids where each grid can be represented by its position
information, i.e., distance 𝑑 and angle 𝜃 . For each grid, we can com-
pute the likelihood that the hand locates in this grid based on the
microphone measurements.

Next, we introduce how to construct the joint estimator to com-
pute the likelihood that the hand locates in a given grid. The re-
ceived signals at the microphones are pre-processed to generate
the mixed signal as mentioned in Section 2.1. Suppose that a chirp
contains 𝑁 samples, the mixed signals from 𝐾 + 1 microphones 𝑆𝑀𝑚
can be expressed as discretized signal samples and arranged in an
𝑁 × (𝐾 + 1) matrix as

𝑆𝑀𝑚 =

©«
𝑆𝑀𝑚 (𝑡1, 1) 𝑆𝑀𝑚 (𝑡1, 2) · · · 𝑆𝑀𝑚 (𝑡1, 𝐾 + 1)
𝑆𝑀𝑚 (𝑡2, 1) 𝑆𝑀𝑚 (𝑡2, 2) · · · 𝑆𝑀𝑚 (𝑡2, 𝐾 + 1)

.

.

.
.
.
.

. . .
.
.
.

𝑆𝑀𝑚 (𝑡𝑁 , 1) 𝑆𝑀𝑚 (𝑡𝑁 , 2) · · · 𝑆𝑀𝑚 (𝑡𝑁 , 𝐾 + 1)

ª®®®®¬
,

where 𝑆𝑀𝑚 (𝑡𝑛, 𝑘) is the signal sample measured from the 𝑘th micro-
phone at the 𝑛th sampling timestamp, which can be further denoted
by the attenuation factor 𝛼 and the phase change 𝜑𝑚 (𝑡𝑛, 𝑘), i.e.,
𝑆𝑀𝑚 (𝑡𝑛, 𝑘) = 1

2𝛼𝑒
𝑗𝜑𝑚 (𝑡𝑛,𝑘 ) . Furthermore, we can theoretically com-

pute the value of the signal sample for the 𝑘th microphone at the𝑛th
sampling timestamp using our signal model in Equation (5). Specif-
ically, for any given grid at distance 𝑑 and angle 𝜃 , the theoretical

signal sample 𝑆𝑀𝑡 (𝑡𝑛, 𝑘) with a unit amplitude can be computed as

𝑆𝑀𝑡 (𝑡𝑛, 𝑘) = 𝑒 𝑗�̂� (𝑡𝑛,𝑘 ) = 𝑒 𝑗2𝜋 (𝑓0+
𝐵
𝑇
𝑡𝑛 ) ( 2𝑑𝑐 − 𝑅 cos(𝜃−𝜗 (𝑘 ) )

𝑐
) , (6)

where 𝜑 (𝑡𝑛, 𝑘) represents the theoretical phase change induced
by distance 𝑑 and angle 𝜃 . Through dividing the measured signal
sample 𝑆𝑀𝑚 (𝑡𝑛, 𝑘) by the theoretical signal sample 𝑆𝑀𝑡 (𝑡𝑛, 𝑘), we
can derive the joint estimation for one signal sample E𝑛,𝑘 (𝑑, 𝜃 ) as

E𝑛,𝑘 (𝑑, 𝜃 ) =
𝑆𝑀𝑚 (𝑡𝑛, 𝑘)
𝑆𝑀𝑡 (𝑡𝑛, 𝑘)

=
1
2𝛼𝑒

𝑗 (𝜑𝑚 (𝑡𝑛,𝑘 )−�̂� (𝑡𝑛,𝑘 ) ) . (7)

Since there are a total of 𝑁 × (𝐾 + 1) measurements at all micro-
phones, we can compute the joint estimator E(𝑑, 𝜃 ) by summing
the joint estimation over all the signal samples as

E(𝑑, 𝜃 ) =
𝑁∑︁
𝑛=1

𝐾+1∑︁
𝑘=1

E𝑛,𝑘 (𝑑, 𝜃 ). (8)

The key idea for our joint estimator is that, if the grid at distance𝑑
and angle 𝜃 is exactly where the hand locates, the theoretical phase
change 𝜑 (𝑡𝑛, 𝑘) and the measured phase change 𝜑𝑚 (𝑡𝑛, 𝑘) for each
signal sample will be approximately equal. Then the joint estimates
E𝑛,𝑘 (𝑑, 𝜃 ) are close to the real axis as𝜑𝑚 (𝑡𝑛, 𝑘)−𝜑 (𝑡𝑛, 𝑘) approaches
0, which are marked as blue dots in Figure 3a. When we add up
the joint estimates for all the signal samples, they will combine
constructively, and thus, the amplitude of the superposed vector
E(𝑑, 𝜃 ) marked as the red arrow is maximized. Otherwise, if the grid
is not where the hand locates, the value of 𝜑𝑚 (𝑡𝑛, 𝑘) −𝜑 (𝑡𝑛, 𝑘) will
distribute between 0 and 2𝜋 . Then the joint estimates E𝑛,𝑘 (𝑑, 𝜃 ) are
evenly distributed with respect to the origin as shown in Figure 3b.
When we add up the joint estimates for all the signal samples, they
cancel each other out, resulting in a weak superposed vector.

Therefore, the amplitude of our joint estimator is a good metric
to measure the likelihood of the hand locating in a given grid. To ob-
tain the position-related parameters of the hand, we can formulate
the optimal parameter search problem as the maximum likelihood
optimization. Specifically, we search all the grids with the different
pairs of distances 𝑑 and angles 𝜃 , and pick out the pair that has the
maximum likelihood:

(𝑑∗, 𝜃∗) = argmax
𝑑,𝜃

|E(𝑑, 𝜃 ) |. (9)

In the context of room-scale hand tracking, we can constrain the
search range of distance and angle according to the size constraints
of the room. The above-mentioned algorithm outputs the position-
related parameters 𝒑= [𝑑∗, 𝜃∗] associated with the hand for each
round of estimate. It is noteworthy that we would have a collection
of position estimates during the process of hand gestures.

2.3 Removing the Spatial Ambiguity
The relatively large spacing among microphones on smart speakers
is optimized for speech recognition [30]. This arrangement would
cause the spatial ambiguity issue when estimating the position-
related parameters using chirp-based signals. As shown in Figure
4a, there exist multiple peaks on the resulted distance-angle pro-
file, including the true peak and replica peaks caused by spatial
ambiguity. Due to noise and multipath, the peak with the largest



Room-scale Hand Gesture Recognition Using Smart Speakers SenSys ’22, November 6–9, 2022, Boston, MA, USA
N

or
m

al
iz

ed
 

Am
pl

itu
de True peak

Replica peak

(a) Without applying any
techniques.

N
or

m
al

iz
ed

 
Am

pl
itu

de

True peakReplica peak

(b) After increasing effec-
tive bandwidth.

N
or

m
al

iz
ed

 
Am

pl
itu

de

True peak

(c) After removing useless
signal samples.

Figure 4: The distance-angle profiles for a cardboard at 3 𝑚 and 60°. (a)
The amplitudes of the true peak and replica peaks are very similar. (b)
After increasing the effective bandwidth, the amplitudes for the replica
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Figure 5: (a) When the received signal is mul-
tiplied with the original transmitted signal, its
effective bandwidth is very small. (b) However,
the whole bandwidth can be exploited when it is
multiplied with the extended transmitted signal.

amplitude may not correspond to the true peak, making it hard to
identify the true peak by amplitude.

Inspired by prior studies that adopt wideband signals to achieve
ambiguity-free angle estimation [43, 56], we propose to adopt wide-
band chirps to address the spatial ambiguity issue. There are two
constraints that we need to consider when choosing a wideband
chirp signal. On one hand, the sampling rate on smart speakers is
usually 48 𝑘𝐻𝑧, indicating that the frequency of the chirp signal
should be below 24 𝑘𝐻𝑧. On the other hand, acoustic signals below
17 𝑘𝐻𝑧 become audible for human beings [34], which is not suitable
for sensing. Therefore, the frequency band of our chirp signal is
chosen from 17 𝑘𝐻𝑧 to 23 𝑘𝐻𝑧. Through extensive experiments, we
find that the wideband chirp signal can perfectly remove the spatial
ambiguity when the hand is close to the smart speaker. However,
its performance decreases as the distance between the hand and the
smart speaker increases. In the following, we identify the reasons
and propose novel methods to address it.

2.3.1 Small Effective Bandwidth. Although the bandwidth for the
transmitted signal is large, only the overlapped part between the
transmitted signal and received signal can provide useful informa-
tion and we term it as effective bandwidth hereafter. As shown in
Figure 5a, the mixed signal is derived by multiplying the transmit-
ted signal with the received signal, and the product is non-zero
only for their overlapped part. The rest of bandwidth is wasted due
to the zero product. As the distance between the hand and smart
speaker increases, the effective bandwidth decreases.

To address the problem, we design a novel signal processing
method to increase the effective bandwidth for spatial ambiguity
removal. Our key idea is to exploit the whole bandwidth of the
received signal even when the target is far away from the smart
speaker, which is equivalent to increasing the effective bandwidth,
as shown in Figure 5b. To achieve it, we multiply the upsampled
received signal with the extended transmitted signal. It is worth
noting that the extended transmitted signal is not physically transmit-
ted by the speaker but generated in software. We discuss the design
principle of the extended transmitted signal below:

• Sweep time. The extended transmitted signal is designed by
adding an extra sweep time to the original transmitted signal.
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filter
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Figure 6: The construction of the extended mixed signal. The
modules marked as red are newly added compared with the
construction using the original transmitted signal.

To exploit the whole bandwidth of the received signal, the
extra sweep time should be at least the maximum round-trip
time for the targeted sensing distance, which is 2×4𝑚

340𝑚/𝑠 =
0.0235 𝑠 for a sensing range of 4 𝑚. Note that the sweep
time for our original transmitted signal is 0.08 𝑠 , so the total
sweep time for the extended transmitted signals should be at
least 0.1035 𝑠 . In our design, we set the sweep time as 0.12 𝑠 .

• Bandwidth. For the chirp signal, the bandwidth increases
linearly along with the sweep time, as shown in Figure 5b.
The extra sweep time increases the bandwidth range from
the original 17 − 23 𝑘𝐻𝑧 to 17 − 26 𝑘𝐻𝑧.

• Sampling rate. To meet the requirements of the Nyquist sam-
pling theorem, the sampling rate of the extended transmitted
signal is set to 96 𝑘𝐻𝑧. Since it is not an actual signal physi-
cally transmitted by the speaker, the high sampling rate does
not pose any requirement on the hardware. The actually
transmitted signal by the speaker still sweeps from 17 𝑘𝐻𝑧
to 23 𝑘𝐻𝑧 at a sampling rate of 48 𝑘𝐻𝑧.

Figure 6 summarizes the construction of the extended mixed
signal using the extended transmitted signal, where the modules
marked as red are newly added compared with the construction
using the original transmitted signal. Specifically, we upsample the
received signal by a factor of 2 using the cubic spline interpola-
tion [29]. After multiplying the upsampled received signal with the
extended transmitted signal, we downsample the I and Q compo-
nents by a factor of 2.

2.3.2 Useless Signal Samples. Figure 4b shows the distance-angle
profile after mixing the received signal with the extended transmit-
ted signal. Although the replica peaks are weakened, their ampli-
tudes are still large enough to confuse the identification of the true
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Figure 7: The coarse-to-fine position estimation method is
designed to remove the useless signal samples and thus miti-
gate the spatial aliasing issue.

peak. The reason is that, besides the useful signal samples whose
values are non-zero, the extended mixed signal contains useless
signal samples whose values are zero. Both non-zero-value and
zero-value signal samples are fed into our parameter estimation
algorithm. As shown in Figure 5b, when the hand is far away from
the smart speaker, the extended mixed signal contains a lot of use-
less signal samples, degrading the performance in spatial ambiguity
removal.

To address this issue, we propose a coarse-to-fine position estima-
tion method that removes the useless signal samples by truncating
the extended mixed signal. The key insight is that, although there
exist ambiguities in the angle estimation, the distance estimation
is accurate without any ambiguities, which can be used to com-
pute the truncation index of the extended mixed signal. Figure 7
summarizes our proposed method:

1) We apply our parameter estimation algorithm on the ex-
tended mixed signal to estimate the distance of the target in
a coarse-grained manner. The search ranges for the distance
and angle are defined as [0, 4𝑚] and [50°, 130°]. The search
step sizes for distance and angle are set as 0.1𝑚 and 30°.

2) We convert the distance estimated from Step 1) to the starting
sample index of the extended mixed signal for truncation.
Specifically, if the estimated distance is 𝑑 , the starting sample
index can be computed as

⌊
2𝑑
𝑐 𝐹𝑠

⌋
, where 𝑐 represents the

sound speed, and 𝐹𝑠 denotes the sampling rate.
3) We truncate the extended mixed signal by extracting the

samples whose indices are from
⌊
2𝑑
𝑐 𝐹𝑠

⌋
to

⌊
2𝑑
𝑐 𝐹𝑠

⌋
+ 𝐹𝑠𝑇 ,

where 𝑇 is the sweep time of the received signal.
4) We apply our parameter estimation algorithm on the trun-

cated mixed signal to estimate the distance and angle of the
target in a fine-grained manner. The search range for the
distance can be reduced to [𝑑 − 0.1, 𝑑 + 0.1], where 𝑑 is esti-
mated by Step 1). The search range for the angle keeps the
same. The search step sizes for the distance and angle are
set to 0.01𝑚 and 1° to ensure a fine estimation granularity.

Figure 4c illustrates the distance-angle profile after removing
the useless signal samples. We can observe that the amplitudes of
the replica peaks are significantly reduced so that the true peak can
be correctly picked out without any ambiguities.

3 SEVERE INTERFERENCE COMBATING
Benefited from the fine-grained spatial resolution, our chirp-based
signal design can separate reflections from different objects. Based
on the fact that the static interference remains constant over time,
we can eliminate their impacts by background subtraction [1]. The

Interferer
User

Smart speaker

(a) Experiment setup. (b) Clustered trajectories.

Figure 8: The illustration of combating interference. (a) A
user is sitting and performing the push gesture, while an
interferer is walking around. (b) The trajectories of the in-
terfering human, user body and user hand can be identified.

dynamic interference from the user himself and other surrounding
humans still confuse the identification of the peak corresponding to
the user hand. Figure 8a illustrates one of the most challenging sce-
narios where the interfering human is closer to the smart speaker
compared with the user. Due to the near-far problem [1], the reflec-
tions from the nearby interfering human are much stronger than
reflections from the user’s hand, which prevents the detection or
tracking of the user hand only by signal strength. Furthermore, the
reflections from the other parts of the user body are likely to be
stronger than the signals reflected by the hand due to the much
larger reflection area [28]. In the following, we present our solution
to address the above-mentioned problems.

3.1 Extracting Trajectories for Multiple Objects
To track multiple objects, we need to continuously obtain the posi-
tion information of each object. For each timestamp, we reuse the
method of the position estimation for a single object in Figure 7.
Specifically, we sort the peaks in descending order by amplitude and
pick the top 𝑃 peaks in Step 1). In Step 2), we extract the distance
information for each peak and convert it to the starting sample
index for truncation. Then we truncate the mixed signal in Step 3)
and refine the position estimation in Step 4).

Next we associate the parameters for the same object at different
timestamps to derive the moving trajectory of each object. Our key
idea is that the human movement is continuous and constrained
during a certain period, indicating that the estimated positions for
one object should be close to each other in the space and concen-
trate within a certain area. Therefore, we adopt the Density-Based
Spatial Clustering of Applications with Noise (DBSCAN) [6] to clus-
ter the trajectory for each object. Since the scales for distance and
angle are different, we convert the obtained pairs of distances and
angles to the X and Y coordinate in the Cartesian coordinates before
clustering. Figure 8b illustrates all the clustered trajectories for the
above-mentioned experiment. We can observe that the trajectories
of the interfering human, user body and user hand can be clearly
identified. The estimated positions that do not belong to any tra-
jectories are outliers, which can be easily removed. To extract one
trajectory, we need to first determine when the trajectory begins
and ends. The beginning of the trajectory can be confirmed when
a new cluster is created. We determine the end of the trajectory
when it has no position updates for five consecutive chirps.
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(a) Push. (b) Pull. (c) Push and pull. (d) Swipe left. (e) Swipe right. (f) Swipe left and right.

Figure 9: The illustration of the estimated trajectories (red circle) and ground-truth trajectories (gray square) for six hand
gestures. The transparency of each point indicates its time series in the trajectory. Specifically, earlier points are marked with
higher transparency while latter points are marked with lower transparency.

3.2 Identifying Hand Gesture Trajectories
To identify the hand gesture trajectory from the other trajecto-
ries (e.g., the user body and surrounding moving humans), we
leverage one key observation. Specifically, there always exist sta-
ble reflections from both the user hand and the user body when
performing hand gestures, resulting in two close-by clusters of
trajectories for the user, as shown in Figure 8b. In contrast, there is
only one stable reflection from the interfering human. Therefore,
we differentiate the user from the other interfering humans by
searching the two clusters (i.e., the user hand and user body) whose
center distance is smaller than the arm length. Next we identify
the user hand from the user body by picking out the cluster whose
center is closer to the smart speaker. After extracting the hand
trajectory, we further filter out the abnormal gestures based on the
following two constraints. Based on 1440 hand gesture trajectories
in our experiments, the duration for any hand gestures is between
0.5 𝑠 and 4 𝑠 . Furthermore, due to the constrained arm length, the
distance change for a hand gesture is between 10 𝑐𝑚 and 50 𝑐𝑚,
and the angle change is between 2° and 20°.

4 ROBUST GESTURE RECOGNITION
To validate the effectiveness of our proposed system, we showcase
six commonly-used hand gestures that can be recognized at room
scale, including push, pull, swipe left, swipe right, push and pull, as
well as swipe left and right. Note that the supported gestures can
be further extended to enable diversified gesture control.

Figure 9 visualizes the estimated trajectories (red circle) and their
ground truths (gray square) for six hand gestures. The transparency
of each point indicates its time series in the trajectory. Specifically,
earlier points are marked with higher transparency while latter
points are marked with lower transparency. We can observe that
our tracking algorithm can accurately output the trajectory of
each hand gesture, which lays the solid foundation for robust hand
gesture recognition. To enable hand gesture recognition without
any training, we extract the characteristic features and adopt a
simple decision tree to classify six hand gestures, as shown in
Figure 10. Specifically, given a hand trajectory, we can compute the
features and classify the hand gestures as follows:

• The movement ranges for push, pull, push and pull along the
Y axis are larger than those along the X axis. In contrast, the
movement ranges for swipe left, swipe right, swipe left and

∆𝑟 < 0

𝛾 < 90°

∆𝑌< 0

Yes No

𝛾 < 90°

∆𝑋< 0

Yes Yes

No Yes
Push and pull

Push Pull

Swipe left and right

Swipe left Swipe right

Yes

No No

No

Figure 10: The decision tree to classify six hand gestures.

right along the X axis are larger. Therefore, to differentiate
these two groups of hand gestures, we adopt a metric called
the range difference Δ𝑟 , which is defined as the difference
between the movement range along the X axis and along
the Y axis. If Δ𝑟 < 0, the hand gesture falls in the group of
push, pull, push and pull. Otherwise, the hand gesture falls
in the other group.

• Different from other gestures, push and pull as well as swipe
left and right are round-trip movements. To determine if the
trajectory is round-trip, we first extract three points from the
trajectory, i.e., the first point, the middle point and the last
point. Then we compute the angle 𝛾 that takes the middle
point as the vertex using the law of cosines. If 𝛾 < 90°, the
trajectory is round-trip, indicating it is either push, pull,
swipe left or right.

• To further differentiate push from pull, we adopt the move-
ment direction along Y axis Δ𝑌 , which is defined as the
difference of Y-axis coordinates for the last and first points.
If Δ𝑌 < 0, it is push. Otherwise, it is pull. Similarly, we de-
fine the movement direction along X axis Δ𝑋 to differentiate
swipe left from swipe right.

5 EVALUATION
In this section, we first describe the prototype implementation
and experiment setup for our room-scale hand gesture recognition.
Then we conduct benchmark experiments to evaluate the key de-
sign components. At last, we conduct field studies to evaluate the
performance of our system under different real-life conditions.

5.1 Implementation
We implement SpeakerGesture on two smart speaker prototypes
built on Raspberry Pi 3 B+ to control the transmission and reception



SenSys ’22, November 6–9, 2022, Boston, MA, USA Dong Li, Jialin Liu, Sunghoon Ivan Lee, Jie Xiong

6-Mic Circular 

Array
2-Mic Array

Speaker Speaker

(a) Two prototypes.

Motion capture system

Smart speaker

(b) Research laboratory.

Smart speaker

(c) Living room.

Smart speaker

(d) Conference room.

Figure 11: The experiments are conducted using (a) two smart
speaker prototypes with different numbers of microphones
in three different environments, including (b) a research
laboratory, (c) a living room, and (d) a conference room.

of the inaudible acoustic signals. A Lenovo ThinkPad X1 Extreme
laptop equippedwith an Intel i7 processor is connected to Raspberry
3 B+ via WiFi to collect the acoustic signals. The collected signals
are processed and analyzed on the laptop through MATLAB. The
detailed information is listed as follows:

• Smart speaker prototype: We build the smart speaker pro-
totype by connecting a general-purpose speaker (i.e., BFC-
4448-24-4-006 BDNC [24]) with one commercial microphone
array board as shown in Figure 11a. To evaluate the appli-
cability of our system on commodity smart speakers, we
adopt two microphone array boards with different number
of microphones. The first one, ReSpeaker 6-Mic Circular
Array [39], is equipped with six microphones that are uni-
formly distributed at the circumference of a circle, which has
a similar layout as Apple HomePod [5] and Sonos One [40].
The second one, ReSpeaker 2-Mic Array [38], is equipped
with two microphones, which has a similar layout as Google
Home Mini [11]. Unless otherwise specified, our default pro-
totype is ReSpeaker 6-Mic Circular Array.

• Acoustic signals: Our chirp signal sweeps from 17 𝑘𝐻𝑧 to
23𝑘𝐻𝑧. The duration of each chirp is 80𝑚𝑠 , and the sampling
rate is 48 𝑘𝐻𝑧. We measure the sound pressure at 0.3𝑚 in
front of the speaker using the VLIKE sound level meter [46].
The sound pressures without and with our tracking signal
are 32.8 𝑑𝐵 and 33.2 𝑑𝐵, respectively, which means very little
acoustic noise is created during the sensing process.

• Ground truth measurements: We perform experiments in
three environments with different room sizes and multipath,
including a research laboratory (10𝑚 × 6𝑚), a living room
(6𝑚× 3.3𝑚), and a conference room (5𝑚× 4.5𝑚), as shown
in Figure 11. For the research laboratory, we employ an op-
toelectronic motion capture system (i.e., Qualisys [13]) that
supports sub-𝑚𝑚-level motion tracking at a frame rate of
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(a) Room-scale hand tracking.
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(b) Interference combating.

Figure 12: The benchmark experiment settings for room-
scale hand tracking and interference combating.

250 𝐻𝑧 to obtain the ground truths of the hand movement.
The collected ground truths are employed to compute both
the tracking accuracy and the gesture recognition accuracy
of our proposed system. The human hands are attached with
passive (reflective) markers to be tracked by an array of six
cameras mounted on the ceiling as shown in Figure 11b. For
the other two environments, we manually record the ges-
tures performed by the participants to compute the gesture
recognition accuracy.

5.2 Experiment Setup
We recruited 16 healthy volunteers to participate in the study, in-
cluding 4 undergraduate students and 12 graduate students. The
recruited participants were diverse in age (from 18 to 31 years old),
gender (6 females and 10males), and handedness (4 left hand and 12
right hand). Before conducting the experiments, we asked the partic-
ipants to carefully read the informed consent document, and went
through the details of experiments with them. For each experiment
setup, we collected 30 hand gestures in total where there were five
trials for each of six hand gestures. For each trial, we informed the
participants the type of hand gestures they should perform, whose
order was randomly shuffled. After the smart speaker started trans-
mitting acoustic signals, the participants raised the hand, performed
the hand gesture, and then put down the hand. Unless otherwise
specified, the participants were asked to sit in a chair at 2𝑚 and 90°
with respect the smart speaker when they performed hand gestures,
and the smart speaker was placed at the same height as the hand.
We also measured the volunteers’ hand sizes for outcome analysis.

5.3 Benchmark Experiments
The kernel of SpeakerGesture is the room-scale hand tracking algo-
rithms that remove the spatial ambiguity and combat the surround-
ing interference. Therefore, in this section, we conduct benchmark
experiments to evaluate the design components that enable room-
scale hand tracking. Specifically, we evaluate the tracking perfor-
mance of our system by measuring the accuracy of the position-
related parameters (i.e., distance and angle) under different condi-
tions.We quantify the tracking accuracy using twometrics: distance
error and angle error. The distance error is defined as the differ-
ence between the estimated and ground truth distances. Similarly,
we define the angle error. We report the median errors for both
metrics. All benchmark experiments are conducted in the research
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(a) Distance errors. (b) Angle errors.

(c) Distance errors. (d) Angle errors.

Figure 13: The benchmark experiment results for room-scale
hand tracking. (a) The distance errors and (b) angle errors
at different distances. (c) The distance errors and (d) angle
errors at different angles.

laboratory in order to obtain the ground truths of distances and
angles from the motion capture system.

5.3.1 Verifying the Effectiveness of Room-scale Hand Tracking. In
Section 2, we propose a series of techniques to enable room-scale
hand tracking, including chirp-based signal model, parameter es-
timation algorithm and spatial ambiguity removal. To verify the
effectiveness of room-scale hand tracking, we asked one participant
to sit at different positions with respect to the smart speaker to
perform hand gestures. Figure 12a marks the tested positions whose
distance varies from 1𝑚 to 4𝑚 at a step size of 1𝑚 and angle varies
from 50° to 90° at a step size of 20°. Note that the performances for
hand tracking at 110° and 130° are similar to those at 70°, 50° due to
the symmetry of the microphone array.

We compare the experiment results with and without apply-
ing the methods to remove the spatial ambiguity as mentioned in
Section 2.3. Figure 13a and Figure 13b depict the distance errors
and angle errors when the participant sits at various distances,
while Figure 13c and Figure 13d depict the distance errors and an-
gle errors when the participant sits at various angles. From the
above-mentioned figures, we can obtain three key observations: (i)
Our proposed system can achieve a high hand tracking accuracy
at room scale, i.e., long distance and wide angle. Specifically, in
terms of long distance, even when the participant is 4𝑚 away from
the smart speaker, the median tracking errors for the distance and
angle are as small as 1.02 𝑐𝑚 and 2.91°, respectively. Furthermore,
in terms of wide angle, when the participant is at 50°with respect to
the smart speaker, the median tracking errors for the distance and
angle are as small as 2.19 𝑐𝑚 and 3.15°, respectively. (ii) We find that
our spatial ambiguity removal methods contribute to not only the
accurate angle estimation but also the accurate distance estimation.
On one hand, the accurate angle estimation is benefited from the

increase of effective bandwidth and the removal of useless signal
samples, which are designed for reducing the spatial ambiguity. On
the other hand, the reason for the accurate distance estimation is
that increasing the effective bandwidth is equivalent to increasing
the number of overlapped signal samples between the transmitted
signal and received signal. The latter one has been proved capable
of improving the tracking performance for far-away targets [19, 28].
(iii) The tracking performance of hand at long distance outperforms
that at wide angle. The reason is that the commodity speakers have
high radiation directivity of inaudible acoustic signals [18], i.e., the
transmitted signal becomes weaker as the hand moves from 90°
to 50°. This problem can be alleviated by adopting multiple speak-
ers facing towards different directions on the commodity smart
speakers such as Apple HomePod [5].

5.3.2 Verifying the Effectiveness of Combating Interference. In Sec-
tion 3, we propose methods to combat the surrounding interference,
which facilitates the identification of the hand gesture trajectory
from interference trajectories. To verify the effectiveness of our
proposed methods, we asked one participant to sit at 2 𝑚 away
from the smart speaker to perform hand gestures and another par-
ticipant to serve as an interferer walking around in four different
regions as illustrated in Figure 12b, i.e., (R1) near-region without
occlusion, (R2) near-region with occlusion, (R3) aligned region, and
(R4) far-away region.

To measure the accuracy of identifying the hand trajectory from
interference trajectories, we define two new metrics: (i) True Pos-
itive Rate refers to the percentage of predictions in which our
method correctly identifies the hand gesture trajectory, and (ii)
False Positive Rate refers to the percentage of predictions in which
our method incorrectly identifies the interference trajectory as the
hand gesture trajectory. We compare the experiment results with
and without interference in Figure 14a. The total number of hand
gesture trajectories is 30 for each scenario where the participant
performed six hand gestures and each gesture was performed five
times. We can observe that, compared with other scenarios, the
impact of the interferer is much severer when the interferer moves
in the (R2) near region with occlusion. The reason is that both the
trajectories of the user hand and user body are split into several
segments due to the occlusion of the interfering human. Therefore,
they are regarded as abnormal gestures and filtered out according
to the time and space constraints of the hand gesture trajectories.

Another observation is that, even with no interferer around, the
hand gesture trajectories cannot be 100% identified. The reason is
that, when the user performs push and pull gesture or pull gesture,
the trajectory of the user hand overlaps with that of the user body.
In this case, our method can only identify one trajectory, which dis-
satisfies the time and space constraints that we leverage to identify
the hand trajectory. One possible solution is that we can separate
the trajectories of the user hand and user body by further exploiting
the velocity information [18].

Furthermore, we compare the tracking performance with and
without interference in Figure 14b and Figure 14c. Note that we
only compute the tracking errors for the correctly identified hand
gestures. We can observe that the interferer has little impact on the
tracking performance when he moves in the (R1) near region and
(R4) far-away region. This is because the our design can separate
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(a) Hand identification. (b) Distance errors. (c) Angle errors.

Figure 14: The tracking results for combating interference. Figure 15: Overall performance.

Figure 16: Impact of user diversity.

the reflections from the interferer and the user. When they are
far-away from each other, there exists little interference between
them. In contrast, the impact of the interferer increases significantly
when he moves in the (R3) aligned region due to the stronger
mutual interference. Even though the identification accuracy of
the hand gesture trajectory degrades when the interferer moves in
the (R2) near region with occlusion, we can still obtain acceptable
tracking errors on both distance and angle. The reason is that, if
the interferer only occludes the line-of-sight signals reflected from
the user hand for a very short period of time, the hand gesture
trajectory can still be correctly identified. We can therefore remove
the tracking results during occlusion periods as outliers to achieve
a good tracking accuracy.

5.3.3 Computational Cost. The computational cost for SpeakerGes-
ture mainly consists of four parts, including preprocessing the re-
ceived signal to generate the extended mixed signal (Section 2.3.1),
performing coarse-to-fine estimation to output the position-related
parameters (Section 2.3.2), clustering the outputted parameters to
identify the hand gesture trajectory (Section 3), and classifying hand
gestures using the decision tree (Section 4). The median execution
time for the preprocessing part and recognition part is 88.7𝑚𝑠 and
2.2𝑚𝑠 , respectively. The execution time for the other two parts are
related to the number of objects. The median execution time for
the parameter estimation is 240.6𝑚𝑠 and 321.1𝑚𝑠 , respectively for
two objects (i.e., user hand and user body) and three objects (i.e.,
user hand, user body, and interferer). The median execution time
for hand gesture trajectory identification is 0.8𝑚𝑠 and 1.3𝑚𝑠 for
two objects and three objects respectively. Therefore, the median
overall end-to-end execution time for SpeakerGesture is 332.3𝑚𝑠
and 413.3𝑚𝑠 , for two objects and three objects, which can support
real-time gesture recognition. It is worth noting that, to enable voice

assistants, smart speakers upload audios to cloud servers where
audios are processed to recognize human speeches [41]. Similarly,
to reduce the computational overhead on smart speakers, we can
run the signal processing algorithms on cloud servers and return
gesture recognition results to smart speakers through a network
connection, which can further reduce the end-to-end latency.

5.4 Field Study
In this section, we evaluate the performance of our room-scale hand
gesture recognition under various real-life conditions, including the
impact of user diversity, the impact of interference, the impact of
user-device position, the impact of ambient noise, etc. We define the
hand gesture recognition accuracy as the percentage of correctly
recognized gestures over the total requested gestures.

5.4.1 Overall Performance. We first report the overall performance
of our hand gesture recognition system. There are 1440 gestures
collected from 16 participants in three different environments.
Figure 15 shows the confusion matrix for the six hand gestures.
The overall median gesture recognition accuracy is 97.25%, which
demonstrates the applicability of our proposed system in real life.

5.4.2 Impact of User Diversity. To evaluate the impact of user di-
versity, we compute the overall recognition accuracy for all sixteen
participants. Note that all participants performed each gesture for
five trials, indicating that there are 30 hand gestures for each par-
ticipant. We present the gesture recognition accuracy with respect
to the hand size in Figure 16. We can observe that the recognition
accuracy is positively proportional to the size of the hand, which is
expected since the signals reflected from the larger hand is stronger.
We can also observe that both right-handed and left-handed partic-
ipants achieve high recognition accuracies. In addition, we observe
a much lower recognition accuracy for one participant. The reason
is that the hand of the participant tends to face towards the ground
when he performs hand gestures, resulting in weaker reflected
signals from hand and thus poorer performance.

5.4.3 Impact of Interference. Weevaluate the performance of Speak-
erGesture in the presence of two types of interference, i.e., static
interference (e.g., furniture) and dynamic interference (e.g., moving
human). For static interference, we asked one participant to conduct
experiments in three environments with different layouts, includ-
ing the research laboratory, living room, and conference room, as
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(a) Distances. (b) Azimuth angles. (c) Elevation angles.

Figure 17: Impact of user-device position. Figure 18: Impact of noise.

(a) Static interference. (b) Dynamic interference.

Figure 19: Impact of interference.

shown in Figure 11. The experiment results are displayed in Fig-
ure 19a. The reason for a lower recognition accuracy in the living
room is that there are more static multipath interference in our
experiment setup, including reflections from the couch, table, and
chairs. Although we propose to leverage the background subtrac-
tion technique to remove the impact of static multipath, there are
still remaining signals from static multipath after subtraction due
to hardware noise. The remaining signals can interfere with hand
reflections especially when the hand is far away from the smart
speaker, resulting in performance degradation. For dynamic inter-
ference, we compute the gesture recognition accuracy to verify
the effectiveness of combating interference. Figure 19b plots the
gesture recognition accuracy with and without interference, which
are consistent with the tracking accuracy reported in Figure 14b
and Figure 14c.

5.4.4 Impact of Glove. Different types of reflective surfaces result
in different sound absorption. We conduct experiments to compare
the recognition accuracy when the user performs gestures using a
bare hand, wearing a leather glove and wearing a cotton glove. As
shown in Figure 20, the gesture recognition performance of wearing
a glove decreases especially for a cotton glove. This is because the
cotton glove can absorb more sound than the bare hand and leather
glove, resulting in less signal reflection to the smart speaker and
thus degraded performance.

5.4.5 Impact of User-device Position. We evaluate the impact of
user-device position in two scenarios. The first scenario is to vary
the position (i.e., distance and azimuth angle) of the user with
respect to the smart speaker in the horizontal plane. In this sce-
nario, the height of the smart speaker was set to the same as the
user hand. We compute the gesture recognition accuracy using the
data collected to verify the effectiveness of room-scale hand track-
ing in Section 5.3.1. Figure 17a and Figure 17b show the gesture
recognition accuracies at different positions, which demonstrate
the capability of room-scale hand gesture recognition. Furthermore,

Figure 20: Impact of glove.

we can observe that, although the hand tracking accuracy at 30°
is low, the gesture recognition accuracy at 30° is acceptable. The
reason is that, different from the tracking applications like in-air
drawing [28, 49], hand gesture recognition has much lower require-
ment for the tracking accuracy. The second scenario is to vary the
azimuth angle between the hand and smart speaker, i.e., the hand
is at various heights with respect to the smart speaker. For the con-
venience of varying the elevation angle, we asked one participant
to stand at 2𝑚 and 90° with respect to the smart speaker. Then we
changed the height of the smart speaker to vary the elevation angle
from 0° to 30° at a step size of 10°, where 0°means the smart speaker
is at the same height of the user hand. As shown in Figure 17c,
the gesture recognition accuracy decreases as the elevation angle
increases due to the high radiation directivity of inaudible acoustic
signals on the commodity speakers [18]. However, even when the
elevation angel is 30°, i.e., the height difference between the hand
the smart speaker is 1.15𝑚, we can still achieve a reasonably high
recognition accuracy, indicating that our proposed system can work
well for both scenarios where the user sits or stands.

5.4.6 Impact of Ambient Noise. To evaluate the impact of ambient
noise, we introduced three types of noises when a participant was
asked to sit at 2 𝑚 and 90° with respect to the smart speaker to
perform hand gestures. The first type of noise is human voice. We
asked another participant to stand at 0.3𝑚 and 40° with respect
to the smart speaker and read an article with the normal speech
volume. The second type of noise is external music that is played by
an external smartphone. We placed the smartphone near the smart
speaker and played music at its 80% volume. The third type of noise
is internal music that is played by the smart speaker itself. We mea-
sured the sound pressure levels by putting the VLIKE sound level
meter [46] at the position of the smart speaker. As shown in Fig-
ure 18, the gesture recognition accuracy for quiet (36.3 𝑑𝐵), human
voice (58.5 𝑑𝐵), external music (68.2 𝑑𝐵) and internal music(69.3 𝑑𝐵)
are 0.97, 0.97, 0.93 and 0.97, respectively. We observe that similar
accuracies are achieved for different ambient noises since the fre-
quency of human voice and music is usually below 4 𝑘𝐻𝑧 [54] that
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Figure 21: Impact of array type.

is much lower than the frequency band adopted for sensing (i.e.,
17 𝑘𝐻𝑧 − 23 𝑘𝐻𝑧). Furthermore, we demonstrate that, due to the
frequency gap between sensing signals and ambient noises, our
sensing applications do not interfere with the main function of the
smart speaker like playing music.

5.4.7 Impact of Microphone Array Type. The commodity smart
speakers from different brands and models are equipped with dif-
ferent number of microphones. In this paper, we consider two
commonly-used microphone array, i.e., 6-mic circular array and
2-mic array, as shown in Figure 11a. We asked one participant to
sit at 2𝑚 and 90° to perform two hand gestures, i.e., push and pull
as well as swipe left and right, when the smart speaker adopts two
different microphone arrays. Each gesture was performed 15 times.
As shown in Figure 21, the gesture recognition accuracy of push
and pull for the 2-mic array is slightly lower than that for the 6-mic
circular array. The reason is that, with only two microphones, the
strength enhancement for the signals reflected from the hand is
smaller than that of 6-mic circular array. In contrast, the gesture
recognition accuracy of swipe left and right for the 2-mic array
is much worse than that for the 6-mic circular array. This is be-
cause the spatial ambiguity cannot be effectively removed with
only two microphones, resulting in poor tracking performance and
thus degraded gesture recognition accuracy.

6 DISCUSSION AND FUTUREWORK
This work explores the opportunities of gesture control using com-
modity smart speakers that are primarily used for voice control. It
is worth noting that both voice control and gesture control have
their own unique advantages, and can be integrated to adapt to
different application scenarios. For example, a smart speaker can
listen to the voice command of a user in a quiet environment, while
monitor the gesture command of a user in a noisy environment.
Seamless switching between two control methods remains an im-
portant future study. Second, we observe from our experiments
that some daily hand gestures can sometimes be wrongly recog-
nized as our targeted hand gestures. The main focus of this work
is to extend the sensing range of hand gesture recognition from
table scale to room scale, and address the interference from the
user body and other moving humans. Further investigation of a
solution to differentiate between daily hand gestures and targeted
hand gestures is an important topic for future study. Third, when
a user performs hand gestures, the palm orientation with respect
to the smart speaker affects the sensing performance. The reason
is that the size of the reflection area changes when the palm faces
different orientations. We therefore suggest the users to perform

hand gestures with the palm of his hand facing towards the smart
speaker to achieve the best performance. At last, our proposed
system can track and differentiate gestures from two users when
they perform gestures at the same time. Our system can also match
the performed gestures to a specific target. However, to track a
particular target’s gesture, user identification is required, which is
a known challenge for wireless sensing.

7 RELATEDWORK
In recent years, considerable attention has been paid to contact-
free human activity sensing using acoustic signals. The research
studies transform the commodity acoustic-enable devices into ac-
tive sonar systems that facilitate multifarious applications, ranging
from coarse-grained human tracking [23, 32] and hand gesture
tracking/recognition [12, 18, 25, 27, 28, 37, 49, 50] to fine-grained
respiration/heartbeat monitoring [16, 35, 48, 54] and eye blink de-
tection [26]. This section elaborates the similarities and differences
between our proposed system and prior studies including contact-
free acoustic hand tracking and contact-free acoustic hand gesture
recognition.

7.1 Contact-free Hand Tracking
A lot of efforts have been devoted to contact-free acoustic hand
tracking. There exist clear differences between our work and prior
studies. Specifically, many systems [31, 42, 49, 53] are implemented
on smartphones, and they can only work in close proximity, i.e.,
within 50 𝑐𝑚. For example, FingerIO [31] exploits the auto-correlation
properties of Orthogonal Frequency Division Multiplexing (OFDM)
symbols to enable millimeter-level finger tracking within 25 𝑐𝑚.
Although there are some studies [42, 49, 53] that further improve
the hand/finger tracking performance by capturing the fine-grained
phase changes of signals, the sensing range remains unchanged.
Recent efforts have shown the capability of employing the mi-
crophone array to achieve room-scale tracking and multi-target
tracking. RTrack [28] combines the linear microphone array and
a recurrent neural network to extend the hand tracking range to
room scale. However, the proposed methods cannot be directly
applied to commodity smart speakers with a circular microphone
array. Furthermore, although FM-Track [18] showcases the possibil-
ity of tracking multiple targets using the circular microphone array,
it does not address the spatial ambiguity issue that can degrade
the hand tracking performance. The most relevant work Sparse-
Track [56] exploits the circular microphone array on smart speakers
to track hand gestures. However, its sensing range is limited to 2𝑚,
and it does not consider the dynamic interference from surrounding
walking humans, both of which need to be well handled in real life.

7.2 Contact-free Hand Gesture Recognition
Acoustic sensing has been introduced into contact-free gesture
recognition using commodity devices [51]. Soundwave [12] exploits
laptops to recognize hand gestures based on the computed Doppler
shifts caused by handmovements. A lot of studies further attempt to
implement hand gesture recognition on smartphones. For example,
AudioGest [37] achieves fine-grained hand gesture recognition on
the tablet and smartphone by deriving other gesture features besides
the Doppler shifts, including the hand in-air time, average waving
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speed and hand moving range. Different from prior studies, a recent
work SonicASL [14] innovatively adopts the commodity earphones
to recognize the sign language gestures. Though promising, due to
the hardware limitation, all the above-mentioned systems can only
be applied to the application scenarios where users interact with
devices in close proximity. In our work, we seize the opportunity of
multiple microphones on the increasingly popular smart speakers
to enable room-scale hand gesture recognition.

Recent studies have applied the deep learning network to boost
the performance of acoustic hand gesture recognition. UltraGes-
ture [25] extracts the high-resolution Channel Impulse Response
(CIR) measurements and then performs gesture recognition based
on the Convolutional Neural Network (CNN). With the help of deep
learning techniques, UltraGesture can recognize 12 fine-grained
gestures even for subtle finger motions such as pinch. Similarly,
RobuCIR [50] first adopts the CNN model to extract complicated
features from different gestures and then classifies the gestures us-
ing the Long Short-Term Memory network. With only a single pair
of speaker and microphone, RobuCIR can recognize hand gestures
along three axes in 3D space. In conclusion, deep learning-based
solutions provide a new direction to recognize complex and fine-
grained hand gestures. It is worth noting that our proposed signal
processing methods focus on increasing the sensing range and are
orthogonal to deep learning techniques. They can be combined
together to provide diversified gesture control at room scale.

8 CONCLUSION
This paper presents SpeakerGesture that enables room-scale hand
gesture recognition using commodity smart speakers. We propose a
chirp-based acoustic signal model to represent the position informa-
tion of the hand by fusing the received signals from the microphone
array. To accurately extract the fine-grained position-related pa-
rameters of the hand, we design the joint estimation algorithm
and propose novel methods to address the spatial aliasing issue.
We also develop a sequence of techniques to differentiate hand
movements from interference. We implement SpeakerGesture on
two off-the-shelf smart speaker prototypes and conduct extensive
experiments under different conditions. Experiment results demon-
strate the feasibility and effectiveness of the proposed system in
room-scale hand gesture recognition. We believe our proposed sig-
nal processing methods can also be applied to benefit other sensing
applications.
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